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Abstract 
The use of high-speed multimedia technologies such as MPEG-based interactive 
Videoconferencing and IPTV for delivering Television content over the Internet is becoming 
increasingly common. With commercial vendors and content providers envisioning products 
and services for delivering audiovisual content equipped with greater user-control and 
higher resolutions, there has arisen a significant demand to identify and quantify various 
bottlenecks in the Internet to better support such ventures. In this paper, we attempt to 
develop an analytical model that reflects the effects of various device factors and network 
factors that affect the performance of high-speed interactive audiovisual streams, i.e. the 
ultimate end-user perception of audiovisual quality.  To develop our model, we use a set of 
experimental results obtained in both a LAN as well as on an Internet testbed. 
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1. Introduction 

The impetuous growth of traffic volumes of interactive audiovisual applications on the Internet can be 
attributed to the rapid advances in numerous technologies associated with both network infrastructure and 
Voice and Video over IP (VVoIP) applications such as Videoconferencing, Video on Demand and IPTV. 
With end-users demanding superior interactive voice and video communications over the Internet that 
offers only "best effort service", many studies have been conducted [4,5,16,18] for understanding behavior 
and bottlenecks relating to such voice and video traffic to find ways to improve the Internet infrastructure, 
i.e. the VVoIP system. 

These earlier works focused on many aspects of network performance bottleneck issues such as frame rate, 
packet delay, jitter, loss and reordering mainly in the purview of voice traffic and in some cases in the 
purview of video traffic. While addressing video traffic behavior, these studies have limited their scope to 
low-speed interactive audiovisual streams (<384 Kbps) and have failed to verify these findings to be 
applicable to high-speed interactive multimedia data streams shown in Table 1. Since high-speed VVoIP 
applications using technologies in Table 1 are beginning to become widespread in use [22], it has become 
necessary to study performance bottlenecks relating to these applications by extending earlier principles 
and methodologies to better understand high-speed VVoIP system bottlenecks. 

Application Video Quality Technology Bitrate (Kbps) 
HDTV, R≈1920*1080, Fr=60 fps, q=32 MPEG-2 2048 

VCR-quality television, R≈400*300, Fr=30 fps MPEG-1 1200 
Videoconferencing, R≈CIF(352*288), Fr=(15-30) fps, q=16 H.261, H.263 384 - 1920 

Table 1. High-speed interactive multimedia data stream technologies 

The primary challenges that distinguish the study of high-speed interactive audiovisual streams compared 
to the study of low-speed interactive audiovisual streams include:  

• Understanding the effects of device factors (e.g. compression schemes, jitter buffering schemes, 
packet loss concealment schemes) to maintain consistent high frame rates on the receiver side in 
spite of the degradation of stream quality due to network factors (e.g. queuing due to congestion, 
packet delay, loss and reordering) 

• Quantifying end-user perceived experience when there are high expectations of audiovisual quality 
in correspondence to the effects caused by device and network factors 

In this paper, we address our above challenges by attempting to derive an analytical model that suggests 
the effects of the network and device factors on the resulting end-user perception (i.e. Mean Opinion 
Scores) in any given high-speed VVoIP system. We use experimental results from a LAN and an Internet 
testbed to support our derived model conclusions. 

The remainder of this paper is organized as follows: Section 2 describes various terminologies used in our 
model. Section 3 describes our experimental setup used for data collection. Section 4 details our analytical 
model and salient observations. Section 5 concludes the paper. 

2. Terminology 

In this section, we define various terms used in our analytical model. The significance of a few of the terms 
defined in this section are shown as relevant to an actual VVoIP system in Figure 1. 
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Figure 1. End-to-End Parameters for Analytical Model 

2.1. Encoding Rate ( ) sB

The encoding rate of the video streams is determined by a video codec with Compression factor  and 

Decompression  factor  together with a coefficient of compression 
enC

dnC τ .  value also depends on the 

capabilities of the source (CPU, clock rate, etc.), video content being encoded ( ) and the access 

bandwidth to the Internet 

sB

lA
K .  can be written as follows - sB

),,()( qRFAKB rls τ=    (1) 

Where Frame Rate ( ) is the number of frames per second during an audiovisual conference connection. 
Video Resolution (

rF
R ) is the ability to discriminate closely spaced lines on the receiving screen and is 

measured in pixels. For example, versions of H.263 support five standardized picture formats: SQCIF 
(128x96), QCIF (176x144), CIF (352x288), 4CIF (704x576), and 16CIF (1408x1152). Color depth ( ) is 
the number of bits used in a frame of video sequence. 

q

2.2. Inter-packet Times ( ) nI

It can be defined as the times between successive packets at both the sender and receiver ends. Various 
parameters associated with inter-packet times are shown in Figure 1.  depicts the transmission time at 

the sender ( ) or arrival time at the receiver ( ).  depicts the variation between the successive 

packet transmissions or variations in the received packet arrival times ( ).  depicts the packet size 

distribution in the packet sequences. We can also consider , which depicts the smoothened inter-packet 
sequence by the dejitter buffer at the receiver end-point. 

nT
s

nT r
nT nI

nY nW

nZ
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2.3. Network Health ( ) hN

Network health [11] can be characterized as a function of Delay ( ), Jitter ( ) and Loss ( ) as given 
by - 

nD nj p

),,( pjDfN nnh =    (2) 

Where Delay is the amount of time a packet takes to travel from the sender’s application to reach the 
receiver’s destination application. Jitter is defined as the variation in the delay of the packets arriving at the 
receiving end. Loss is defined as the percentage of transmitted packets that never reach the intended 
destination due to packets discarded deliberately (RED, TTL=0) or non-deliberately by intermediate links 
(layer-1), nodes (layer-3) and end-systems (discard due to late arrivals at the application) along a given 
transmission path. 

2.4. Audiovisual content ( ) lA

Al corresponds to the various low temporal (e.g. casual videoconference, business presentation) or high 
temporal (e.g. musical concert or sports broadcast) media streams generated using high-speed VVoIP 
applications, which need to be encoded/decoded, and transmitted through the network. The perception of 
the audiovisual content is quantified using the Mean Opinion Score ( ) metric which is used to obtain 
perceptual quality on a scale of 1 to 5 [15], of end-users based on the interaction response times in the 
system and based on the impairments observed in video streams (e.g. frame freezing, tiling) and audio 
streams (e.g. echoes, dropouts) [10,19]. 

MOSQ

3. Testbed Setup 

Figures 2 and 3 show the setup for the experiments in the LAN and Internet environments, respectively. 
Both testbeds involved obtaining Ethereal traffic traces for low, medium and high temporal audiovisual 
content at encoding bitrates: 128, 384, 512, 768, 1024, 1472, 1920 Kbps.  To extract the necessary data for 
determining the data distribution for inter-packet intervals  and packet sizes  from the traces, we 
used the RTP analysis module of the Ethereal network protocol analyzer. We filtered-out the audio and 
video streams from the LAN traffic and decoded the audio and video packets information. 

nI nW

The data from the Internet experiments involved testing between RIPN, HEAnet and OARnet. The 
network paths between the test sites were comprehensively measured using various tools [17] such as 
Iperf, H.323 Beacon [4] and Pathping. All the tools reported excellent network path between the HEAnet 
and OARnet sites. For example, the H.323 Beacon Server-to-Server test indicated a MOS score of 4.33 
with end-to-end jitter less than < 4 ms and almost negligible loss ( < 0.12 %). The connection between 
HEAnet and the Russian site formed the best comparative site for our results, due to its poor network path 
characteristics. The H.323 Beacon results between the sites indicated < 4.0 MOS. 

j p
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Figure 2. LAN Testbed 

 

Figure 3. Internet Testbed 

4. High Speed VVoIP Analytical Model 

In this section, we describe our analytical model for a high-speed VVoIP system. We use the following 
assumptions in describing our analytical model [1,2,20]: 

• A Markov process [9,13] can be used to describe the arrival of the Audio and Video packets (RTP 
packets). 
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• The distributions of packet size  and sender side inter-packet intervals  can be characterized 

by using average values -  and 
nW nI

][ nIΕ ][ nWΕ  respectively.  

• A function ϕ  from Eqn. (3)  

jIQ nMOS /][)( Ε=∆ϕ    (3) 

describes the relation of network jitter  and sender-side inter-packet time j ][ nIΕ  on the end-user 

perceived audiovisual quality . MOSQ

Here  is the degradation of video quality after transmitting the data over IP 

network,  and  is the video quality at transmitting and received points correspondingly. The 

average value of  denotes the initial inter-packet jitter introduced by the sender equipment before 

the audiovisual streams enter the network. Small values of 

r
MOS

t
MOSMOS QQQ −=∆

t
MOSQ r

MOSQ
][ nIΕ

][ nIΕ  correspond to low jitter and thus a 

better quality of initial audiovisual streams ( ). t
MOSQ

Smaller values of network jitter  correspond to higher values of user-perceived quality rankings . 

Thus the upper limit of  [6,7] for a given experiment with a given audiovisual content and end-to-

end network topology determines the resultant  characteristics and consequently the inter-packet jitter 
distributions at the receiver end. 

j MOSQ

MOSQ

nI

In order to ameliorate the distortion of initial sequence, dejitter buffering schemes are applied before the 
decoding process at the receiver-end. The bound of amelioration is influenced by the value . If the 

arriving interval  (see Figure 1) or inter-packet Jitter after network distortion exceeds this 

period  [21] then we experience a packet discard that affects : 

maxY

nnn jIY +=

maxY MOSQ

][)(ln maxmax nn IYYPY Ε≥−=    (4) 

where  is the probability of event when arriving interval exceeds the buffering time equals. )( maxYYP n ≥

Using  and  data, we can determine the average values:  nI nW ][ nIΕ and ][ nWΕ , as well as their Inter 

Quartile Range (IQR) values: , ][ nIΘ ][ nWΘ . The values observed in our experiments to study the 

characteristics of  and  are shown in Table 2 and in Figures 4-6. nW nI
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Resolution sB , Kbps ][ nWΕ , bytes ][ nWΘ , bytes ][ nIΕ , ms ][ nIΘ , ms 

QCIF, CIF 128 600-800 600-800 70-100 50-80 

CIF, 4CIF 384 900-1100 500-700 20-30 10-20 

CIF, 4CIF 512 1000-1200 400-600 17-25 10-18 

CIF, 4CIF 768 1000-1200 300-600 12-20 10-15 

CIF,4CIF 1024 1000-1300 300-600 10-18 8-14 

4CIF 1472 1000-1300 300-600 8-15 7-14 

4CIF,16CIF 1920 1000-1300 300-600 5-10 7-12 

Table 2. Values of  and  at different video resolutions ][ nW ][ nI

The Figure 4 shows the cumulative number  of RTP (H.261) packets that arrive at the receiver end-
point during a 60 seconds interval. The arrival rate 

N
][/1 nIΕ=λ  remains mostly constant throughout the 

60 seconds interval.  Figure 5 shows typical example of a distribution density of inter-packet intervals  
for a video sequence. The local peaks on Figure 5 corresponds approximately to 0.5, 10, 20, 30, 40 ms, etc 
at connection speeds of 512 Kbps and CIF resolution. The local peaks compare to the Gaussian curves, 
therefore the distribution density  can be written as described in [12] 

nI

)(xp I

)
2

)(
exp()( 2

2

i

i

i
i

I Ix
Akxp

σ
−

−= ∑    (5) 

Here 

•  is the normalizing coefficient, so that  k 1)(
1

=∫
∞

dxxpI

• Values  describe the local peaks of ;  and iI )(xp I
iA iσ  characterizes their respective 

amplitudes and dispersions. 

It should be noted that a voice sequence (Ex., ITU-T G.722) consists of packets of constant packet sizes of 
374 bytes whereas video sequence (Ex., ITU-T H.261) consists of packet sizes varying between 65 bytes to 
1518 bytes. 
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Figure 4. RTP (H.261) packet arrivals during 60 seconds interval at 768 Kbps 

 

Figure 5. Typical distribution  and distribution density P of inter-packet intervals  at 512 Kbps F nI

NOTE: For data shown in Figure 5, the average size of inter-packet interval =23.0 ms, IQR 

value = 29.7 ms and quartiles are =10.4 ms, =30.1 ms 

][512
nIΕ

][512
nIΘ ][512

4/1 nIΘ ][512
4/3 nIΘ

A typical packet size density distribution for H.261 traffic can be studied using Figure 6. The  axis 
corresponds to the size of  in bytes,  axis reflects the relative frequency of such packets in our data. 
It can be seen that about 25% of the small packet sizes do not exceed 860 bytes. Thus the video sequence is 
quite different from a voice sequence in terms of packet sizes and inter-arrival jitter values. 

x
nW y

We can express the objective MOS ranking for voice as follows: 

pnDnDvoice
MOSQ 24.0)1(012.0 +−+=∆ σ    (6) 

where )1( nn DD −+σ  is the quadratic mean and p  is packet loss value measured in percentage of 
packets received as result of a ping sequence [8] of more than 100 packets: 

ping -s [value >100] [IP address of another end point] 
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Figure 6. Typical distribution  and distribution density F p  of inter-packet intervals  at 512 Kbps nW

NOTE:  For data shown in Figure 6, the average size of inter-packet interval =1086 bytes, IQR 

value =533 bytes and quartiles are =860 bytes, =1393 bytes 

][1920
nWΕ

][1920
nWΘ ][1920

4/1 nWΘ ][1920
4/3 nWΘ

Since there is no conventional test method for determining objective MOS ranking for video connections, 
our coefficients in formula for video are purely subjective [3]. Thus the function )( MOSQ∆ϕ  is given by 
the equation: 

IJvideo
MOSQ 008.0015.0 +=∆    (7) 

where the pnDnDJ 2.0)1( +−+=σ  is a cumulative variable described by the Nh and σ ,  are the 

results of a ping sequence of more than 100 packets: 

p

ping -s [value >100] [IP address of another end point] 

During signal processing of the audiovisual streams, the transformation of continuous picture in discrete 
sequence causes an unavoidable deterioration of quality of technical picture in comparison to the original 
generated streams. Therefore the maximal value  reaches upto only 4.41 even in the most ideal 
conditions. When the connection bitrate becomes smaller than the quantity required for encoding or 
decoding of the picture, a frame drop is noticed. This fact explains the term -

MOSQ

Iβ  in Equation (8) 
when, . The network induced degradation described by variable  causes drop in the connection 
quality more intensely at high bit rates. In other words the variable  must have a higher magnitude 
at higher bit rates.  Also, since J and I can be ameliorated at receiver end-points using packet loss 
concealment schemes and dejitter buffering schemes, we can express the overall VVoIP model in general 
as follows:                   

0=J J
video
MOSQ∆

JIIJidealQvideo
MOSQ γβα +−−=    (8) 

Where, 

•  is the maximum value of multimedia quality obtainable at the sender end-point before 
ingress into the network; its value depends on the video and audio codecs used and the audiovisual 
content generated at the end-point side 

idealQ
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• Jα variable quantifies network health induced degradation of the audiovisual quality. The value of 
the numerical coefficient α will depend on the type of network in the system; i.e. cable modem 
connection or any common commodity network connection, satellite link connection or any other 
wireless link connection and Abilene or GEANT type research network connections 

• Iβ  variable quantifies any device introduced degradation of the audiovisual quality. The value of 
the numerical coefficient β will depend on the type of firewall, packetshaper, NAT, Multipoint 
Control Unit (MCU)  or any such device that performs intermediate processing of the audiovisual 
streams along the end-to-end path between the sender and receiver end-points 

• JIγ variable quantifies the amelioration in the audiovisual quality due to the dejittering schemes 
and packet loss concealment schemes used at the receiver end-points. The value of the numerical 
coefficient γ will depend on how aggressive or conservative the amelioration schemes are in 
correcting the audiovisual impairments. 

 

Figure 7. 3D representation of VVoIP Model Surface 

Our VVoIP model ultimately can be visualized as a 3D surface whose surface characteristics are 
determined by the values of the numerical coefficientsα , β  and γ  explained above. Figure 7 shows a 
typical 3D representation of our VVoIP model with axes –inter-packet jitter before network distortion (I), 
network induced jitter (J) and the final perceived . Thus, we can imagine a unique surface that 
overall characterizes the human perceived audiovisual quality by taking into account the degradation of the 
audiovisual streams due to both intermediate encoding/decoding device and network factors and any 
amelioration that the audiovisual streams can be subjected to, in a given VVoIP system . 

MOSQ

5. Conclusion 

In this paper, we presented our measurement methodology to develop a basic analytical model that features 
the impact and inter-dependencies of various network and device features on the end-user perception of 
audiovisual quality when using interactive high-speed multimedia applications. We are planning to 
conduct further tests with more extensive experiments whose results could further strengthen the validity 
of our analytical model and also could lead us in the direction of extending our proposed analytical model 
to be more comprehensive in nature. 
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