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Abstract— It has become a common practice for Internet
Service Providers (ISPs) to instrument their networks with
Network Measurement Infrastructures (NMIs). These NMiIs
support network-wide "active” and "passive” measurement daa

network paths. Some of the popular passive measurement
techniques include collecting Simple Network Management
Protocol (SNMP) data, Syslog data and NetFlow data from
collection and analysis to: 1) identify end-to-end performance SW!tCheS and routers in the_ networl_<. SNMP data _prowdes
bottlenecks in network paths and 2) broadly understand Interné¢ ~ Switch-level and router-level information such as avaligh
traffic characteristics, on an ongoing basis. In this paper, we utilization, packet errors and discards. Syslog data pes/de-
present our analysis of the active and passive measurement dat tajls of activities and failures of network switches andtes.
collected along network backbone paths within typical campus, NetFlow data provides bandwidth/link utilization infortien
regional and national networks which carry traffic of cutting- L .
edge Internet applications such as high-quality voice and video between netwqu backbone routers. This mf_ormatlon coeld b
conferencing, multimedia streaming and distributed file sharing. Used to determine the flow-level type, duration and amount of
The active measurement data has been obtained by using "Ac- application traffic traversing the network.
Er‘]’eMob”" 5°ftWt\‘ilre’kWQi°hkl‘;"e havetﬂevqgcr)]ped and deployed alongt In this paper, we present our analysis of the active and
e above network backbone paths. The passive measuremen .
data has been obtained using SNMP, Syslog and NetFlow data P2SSIVe measurement dat_a we have collected over several
available at the intermediate routers located at strategic points Months on three hierarchically different network backbone
along the same network backbone paths. Our analysis of the paths: campus, regional and national paths. The measuremen
measurement data includes studying notable trends, network data presented and analyzed in this paper has been collected
events and relative performance issues of the network backb@n f.om the Third Frontier Network (TFN) Beacon Infrastrueur

paths which are reflected in the active and passive measurement :
data collected regularly over several months. Our results thus testbed (TBI) [11] we built as part of our TFN Measurement

provide valuable insights regarding traffic dynamics in the Project. The primary goals in building this testbed are:
different academic network backbones and can be used for bette . tA _
design and control of networks and also to develop traffic source  * Goal-1: To study end-to-end ne_twork performance_ .mea
models based on empirical data from real-networks. surement data reported by various tools to emplrlcally

correlate network events and measurement data anomalies
in a routine monitoring infrastructure,

. INTRODUCTION o Goal-2: To analyze long-term network performance

Network Measurement Infrastructures (NMIs) [1] [2] [3]
[4] in today’s networks support various network-wide "geti
and "passive” measurement data collection and analysiis tec
nigues. Active measurements require injecting test padkéd
the network. Traditionally, active measurement tools sash

trends via statistical analysis of active and passive mea-
surement data collected at strategic points on an ongoing
basis, and

Goal-3: To use findings obtained from fulfilling the above
Goals 1 and 2, to comprehensively compare performance

Ping and Traceroute were used to determine round-trip gelay at campus, regional and national network backbone levels
and network topologies using ICMP packets. Recently, activ. and hence to quantify end-to-end network performance
measurement tools such as H.323 Beacon [5] and Multicast stability in typical academic network backbones.

Beacon [6] have been developed that emulate application—T q hieving Goal-1. in M1 ied a f
specific traffic and use the obtained results of performance owards achieving Goal-1, in [11] we compiled a few

of the emulated traffic in the network to estimate the end-usg>S:Studies from the measurement data collected over a 2-

perceived application-quality. Many other active me month period between the sites in the TBI testbed. The case-

tools such as OWAMP [7], Iperf [8], Pathchar [9] and PathloaﬁIUd'es addressed identifying network measurement aiesnal

[10] that use sophisticated packet probing techniques hdoero_utme.ISP operations due to route chan_ges, device mis-
also become popular. All these tools are being used in N gnflguratlons and erroneous data from active measurement

to routinely monitor network topology, available bandvsigt ools. In this paper, we extend our analysis and present our

acket one-way delay. round-trin delav. loss. iitter andaMe work towards fulfilling Goals 2 and 3; i.e. we use both active
?)pinion Scoreg Y. P Y. & and passive measurement data collected on a regular-basis o

In comparison to the active measurements, the pass éong—tetrr:n (S!X dn;onth pgrlod for active Teall)sut\r/(vamentts aflflgl
measurements do not inject test packets into the netwo ur month period for passive measuremen s) between the

They require capturing of packets and their correspondi Stbed sites. During this long-term monitoring periodtada

timestamps transmitted by applications running on networ s collected for various measurements that were initiated

attached devices (e.g. switches and routers) over vari d/ eral times each day along the network backbone paths. On

Is collected measurement data, we use statistical method
*This work has been supported in part by The Ohio Board of Regen t0 comprehensively analyze the trends and relative eraditb-



network performance. The active measurement data analyzed

in this paper has been generated using our "ActiveMon” o8 Campus
software [16] which possesses an extensible and custolaizab e EEEEEREL
framework for generation and analysis of active measurésnen 0SUL: Ohio State Univarity Lab Router Moasurement Poin
that can be used for routine network hea'th mon“onng_ The OSUB: Ohio State University Border Router Measurement Point
passive measurement data analyzed IS. in this paper_ m(ﬂmesﬁg. 2. Campus Network Backbone Path showing end-to-endsattl the
data collected b_y OARnet and the Indiana UmVEer'ty Abilengige routers involved in the active and passive measurements
Network Operations Center (NOC) [1] at the various network

backbone routers present along the same paths for which

ActiveMon was used to obtain active measurement data. = B ama o oo
The remainder of the paper is organized as follows: Section i il

Il presents the measurement tools and methodologies used reverse pa T TTTTTTTTTITIIOOT

to collect the active and passive measurement data presente OSUB: Ohio Stats University Border Router Measurement Point

UOCB: University of Cincinnati Border Router Measurement Point

in this paper. Section Ill describes the campus, regiondl an
national network backbone paths. Section IV presents aug. 3. Regional Network Backbone Path showing end-to-eattigpand the
illustrations of anomalies due to network events and og@fige routers involved in the active and passive measurements
statistical analysis of the trends in the active and passive

measurement data collected along the network backbons.path

Section V concludes the paper. by the measurement servers along multiple network paths.
The analysis component of ActiveMon includes a statistical
II. MEASUREMENTTOOLS AND METHODOLOGY analysis package that processes measurement data foriboth v
sualization and alarm reporting functionalities used fertang
COMA Dovico appropriate network operations personnel.

(NetFlgw SNMP.Syslogs)  Switch %
T

Routsé Measurement-beacon

B. Passive Measurements in NMIs

As shown in Fig.1, collecting passive measurement data
such as Syslogs, NetFlow Records and SNMP Management
= Information Bases (MIBs) involves regularly polling netiko
el wm ; devices where the data is collected. Tools shown in Tablesll a
swurw 1w RGN used in the TBI to regularly poll various passive measurémen

On-demand . B _ -~ Measurement

atracat| g <" Resuls data from critical network devices and the polled data is

Regularly Scheduled
Measurements
Node Beacon Network being

Anomty-sarm | W collected at a central database. This data is then processed
R E;Tm Sarver for both visualization and alarm reporting functionaktiéor
View Measurement )

" Results Analysis

alerting appropriate network operations personnel, aintib

the ActiveMon functionalities.
Fig. 1. Active and Passive Measurements in an NMI

TABLE Il
PASSIVE MEASUREMENT TOOLKIT
TABLE |
ACTIVEMON MEASUREMENT TOOLKIT Measured Characteristics Tool
Description of traffic flows NetFlow [12]
Measured Characteristics Tool Availability Nagios [13]
Round-trip delay Ping Bandwidth Utilization MRTG [14]
High-precision one-way delay OWAMP Errors and Discards Statscout [15]
Topology and route changes Traceroute
Bandwidth capacity: Per-hop Pathchar
Available bandwidth Pathload
Bottlepeclg bzndglﬁth Patf;rate Ill. DESCRIPTION OF THEMEASURED NETWORK
Transfer bandwidt Iper
Performance of voice and video strearhsH.323 Beacon BACKBONE PATHS

Fig. 2 shows a campus network backbone path between
an Ohio State University Lab router (OSUL) and the Ohio
_ _ State University border router owned by OARnet (OSUB).
A. Active Measurements in NMIs Given the large geographical area of OSU, the intermediate

Fig. 1 illustrates the basic architecture of our ActiveMopath characteristics can demonstrate the network perforena
software, which uses an active measurement toolkit showrat can be expected in a typical campus backbone network
in Table | to perform active measurements between a getth. BRC1 and BRC2 shown in Fig. 2 correspond to the
of measurement servers (Site Beacon Servers) locatededgie routers for which we present passive measurement data
strategic points in the network being monitored. The itéiih in Section IV of this paper.
active measurements across the multiple measurementserveFig. 3 shows a regional network backbone path between the
are orchestrated using an efficient measurements sched@gio State University border router (OSUB) and the Univer-
called "OnTimeMeasure” [17] which regulates the amount ity of Cincinnati border router (UOCB), both owned by OAR-
active measurement traffic injected into the network and alset. The intermediate path between these measuremens point
prevents conflicts in ongoing active measurements betweasencovered only by the OARnet network backbone routers,
measurement servers. A central database (Central Beatenregional backbone network routers. The intermediaté p
Server) is used by ActiveMon to collect and analyze theharacteristics can thus illustrate the network perforceahat
measurement data collected on a regular and on-demand beais be expected in a typical regional backbone network path.
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Fig. 5. Route Changes along Campus Network Backbone Path . . .
g g g P that in the six month period, route changes have occurred fou

times. We also observed that during the same time periog, onl
wo route changes occurred in the regional network backbone

BRR1 and BRR2 shown in Fig. 3 correspond to the ed th and none occured in the national network backbone path.

routers for which we present passive measurement dat ) ;
Section IV of this paper. & e reason for the high frequency of route changes in the

Fig. 4 shows a national network backbone path betwe&fMPUS network backbone path was due to various network

the Ohio State University border router (OSUB) owned bEir‘wanagement activities and also due to the different phases

OARnet and the North Carolina State University border rout volved in transitioning of Fhe campus traffic from an old
(NCSB) owned by NCNI. The intermediate path between thes;;[M network to our new Third Fronhgr Network. The route
measurement points is covered only by OARnet, Abilene an&mbers and hop humbers shown in Fig. 5 correspor_1d to
NCNI network backbone routers, i.e. two regional backbo%gt!mt route signatures and host IP addresses storedrin ou
networks connected via a national backbone network. T I's central databa_se tab!es.

intermediate path characteristics can thus illustrateéhwork ~ 2) Delay : Delay is the time taken for a packet to traverse
performance that can be expected in a national backbdf@m @ sender end-point to a receiver end-point. Commonly
network path. OARN router shown in Fig. 4 is the edge”_round—trlp delay” is l_Jsed to characterize network_ delag.F_
router located at the peering point of TEN and Abilene. TH& Shows the round-trip delay measurements provided by Ping
routers- IPLS, CHIN, NYCM and WASH shown in Fig. 4and OWAMP during the six month monitoring pe_rlod for the
correspond to the intermediate routers for which we preséMPus network backbone path. For OWAMP which measures

passive measurement data in Section IV of this paper. ~ Nigh-precision one-way delay for a path, we calculate the
round-trip delay using the sum of the bidirectional one-way

V.M D A delay measurements along the path. We can notice that the
- MEASUREMENTDATA AND ANALYSIS variations in trends of the Ping and OWAMP measurements
A. Description and Analysis of Active Measurement Data respond in a similar fashion and the variations directlyreor

In this section, we describe our active measurement d&Pnd to the route changes along the same path as shown in
collected along the campus, regional and national netwdﬂ&- 5. We can also observe sudden short-lived dips and peaks

backbone paths. The active measurement data presentafjofl® measurements due to miscellaneous temporal network

focuses on a period of approximately six months (betwe&}namics in the network path.
July 2004 and Dec 2004). Fig. 7 compares the delay measurements along the campus,
1) Route Changes: The most common anomalies observetfgional and national network backbone paths using an "in-
while monitoring network paths are those caused by rodg@val plot”. The comparison shows the mean and the 95th
changes. Route changes are attributed to "route flaps” dauggrcentile confidence interval for the six month data sets.
by suboptimal routing protocol behavior, network infrastr The confidence interval provides the range (lower and upper
ture failures, re-configuration of networks or load-balagc limits) in which the delay values fall for the given set of
strategies used by ISPs to improve network performance. Predictor values. As expected, the delay ranges are least in
Fig. 5 shows our visualization method used in ActiveMoff’® campus path with least number of intermediate hops and
to represent route changes indicated by Traceroute alang e corresponding values for the national path are largest d
campus network backbone path. We can observe from Figtasthe relatively higher number of intermediate hops.



.
[Bofore Route | After Route Baforo Network | After Network
chors | _chory Event Event

Variable
W Min
[ Max

Bandwidth (Mbps)
g

o
3

|
v 6 O

|
SEFELLTE S

Time (yy-mm-dd)

& o
N Y

LA

= = 2 ocr17
Jitter osul to osu Tine of easurenent n-dd)

Fig. 8. Bandwidth measurements along Regional Network Baukliath

Fig. 10. Jitter measurements along Campus Network Backboie Pat

3) Bandwidth: Bandwidth measurements reflect the con-
gestion levels caused by the network dynamics and the link N E

provisioning in the paths. Fig. 8 shows the area plot of 0t
the available bandwidth measurements provided by Pathload
during the six month monitoring period for the regional
network backbone path. In particular, we can notice three
distinct trends. The trends as indicated in the Fig. 8 are
noticeable before, during and after a measurement anomaly i o1
the Pathload measurements that involved an actual rate-lim
mis-configuration and a later re-configuration that coméct
the problem. Fig. 11. Mean and 95% ClI Plot for Jitter measurements

Fig. 9 compares the available minimum and maximum
available bandwidth measurements along the campus, @dgion
and national network backbone paths using an interval pltgast spread in the measured values. Similarly as expected d
We can observe that the regional path has the least congestethe path bandwidth limitations, we can observe that both
and the most provisioned path. The national path, whosfictrafegional and national paths exhibit significant spread & th
traverses through multiple ISP domains, is the most cordesiitter values; the national path performing the worst imsr
and the least provisioned path owing to the higher possibiliof both the mean and spread of the jitter values.
of end-to-end congestion at any given time instant. The @bov 5) Loss. Loss indicates the percentage of packets lost as
bandwidth characteristics of the paths significantly inflkee observed at the receiver end-point for a given number of
the other end-to-end performance metrics observed, asnsh@ackets transmitted at the sender end-point. To compare the

Iperf Jitter (ms)

——

Campus Path Regional Path National Path

in the following subsections. loss measurements of UDP packets along the campus, regional
and national network backbone paths, we use an interval plot

5 S S for the loss values reported by Iperf during the six month

N 5 b monitoring period as shown in Fig. 12. We can observe that

the regional path experiences almost negligible loss ikgtac

Pathload Bandwidth (Mbps)

85 ?i' . . . .
+ Interestingly, in comparison to the jitter performances tbss
@ performance of the national path is seen to be better than
7 ¥ the campus path, in terms of both the mean and spread
I A of the loss values. A reasonable explanation for this loss
< & R \ﬂ’ Q7 \%‘
EA A phenomenon seen on the campus path could be due to the
& & <& o A R . . . .. .
last-mile bandwidth sharing limitations amongst departtake
Fig. 9. Mean and 95% CI Plot for Bandwidth measurements networks within university campuses.

6) Mean Opinion Score (MOS): MOS measurements re-

4) Jitter: Jitter, which represents the variations in the neported by the H.323 Beacon are useful in evaluating network
work delay, is measured using a moving average computatiempability to support Voice and Video over IP (VVoIP) ap-
technique for a given stream of UDP packets, as describedpifcations. The MOS values are reported on a quality scale
RFC 1889. Fig. 10 shows the jitter measurements provided dly 1 to 5; 1-3 range being poor, 3-4 range being acceptable
Iperf during the six month monitoring period for the campusnd 4-5 range being good. Additional details pertainingto t
network backbone path. We can notice that the variations in
trends of the jitter measurements occured only for the first
route change along the path as shown in Fig. 5. The other o % B ke e
route changes did not affect the jitter along the path nabite 0 I

We can also notice that on December 15th, a random network o
event, which does not correspond to a route change, caused
an increased variance in the jitter measurements. 05 E
Fig. 11 compares the jitter measurements along the campus, 02
regional and national network backbone paths using arviater o
plot. We can observe that the regional path jitter measure- " —
ments, due to the greater available bandwidth as shown in Fig
9, are much lower in comparison and also exhibit relativiegy t Fig. 12. Mean and 95% CI Plot for Loss measurements

Iperf Loss (%)
-
2

Campus Path Regional Path National Path



1 4 % Slfre Mo the study concludes that there is a low degree of agreement
between the measures. However, passive measurement data
E provide a good context to understand the conditions under
which the active measurement data was collected. Also, pas-
E sive measurements provide a different perspective in atalu

H.323 Beacon MOS

ing the end-to-end performance of a network path.
In this section, we describe our passive measurement data
R >mar o PR, collected along the same campus, regional and national net-
work backbone paths along which the active measurements
Fig. 13. Mean and 95% CI Plot for MOS measurements were collected. The passive measurement data presentation
focuses on a period of approximately four months (between
July 2004 and October 2004).
H.323 Beacon MOS measurements can be found in [5]. Fig. 131) Availability: Availability is calculated by measuring the
compares the MOS measurements along the campus, regiQime or downtime of a network device or service using
and national network backbone paths using an interval plghssive measurements. Scheduled outages (e.g. network de-
Since MOS is a function of the performance of delay, jittefices or services are shutdown for maintenance purposes) ar
and loss values, the performance of these metrics as dedcrifot considered while calculating availability. We colledtand
in the previous subsections, significantly influence the MO&yaluated the availability metric as given by the Nagio$ foo
measurements. Due to the higher impact of increased lossHe routers BRC1, BRC2, BRR1, BRR2, OARN, IPLS, CHIN,
the campus path on the MOS values, we can notice that 9§ CM and WASH described in Section 3. We found that all
campus path performs the worst in comparison to the natiomgése routers recorded 100% availability. On inspectiothef
path in terms of both the mean and spread of the MOS valuggisiog data of these routers, we further determined thag non
As expected, the regional path MOS measurements perfogithe network events observed in our measurement datasets
the best with neglible spread. were caused by unexpected router hardware or software fail-
7) Sability: Finally, in this subsection, we use the statisgres.
tical coefficient of variation 4) as a measure to evaluate the 2) Discards and Errors. Discards is a SNMP metric that
overall stability metric of the network backbone paths foe t indicates the number of packet discarded for a particular
active measurements. is calculated as a percentage- network interface. Similarly, Errors is also a SNMP methiatt
g indicates the number of interface errors (e.g., Frame Check
p=—=x100 Sequence (FCS) errors). Large values of discards and errors
X are an indication of excessive network congestion at angngiv
where - point of time.
g_ Sz — X)Q.X T; Table IV shows the discards and errors data as reported

- N by the Statscout tool for the BRC1, BRC2, BRR1 and BRR2
routers, i.e., for the routers in the campus and regionaanit
backbone paths. We can observe that in general, occurrénce o
errors and discards are not common on network interfaces of

de'\liﬁélon\./alues of the active measurements for the cam backbone routers and their values are normally very lowevalu
P PSS close to zero. However, we did record a small amount of

[I'e%l?nﬁ: Eg}g naélotrt]a: ntett\)/\ill?trkib?rzktl)ior&ebpatf:swar;evsrllogvnelﬂors and discards in the case of the BRRL1 router. Further
abie fil. ce better stability 1S implied by a fower vaia analysis made us realize that these errors and discards were

p, We can conclude that rggional paths have the ove.rall b%ﬁhsed in an old ATM network backbone router. After a
network performance stability and cause the least degmatnetwork upgrade was performed in July, there were no more
of the end-to-end network performance that affects end'u%eccurrences of errors and discards '

applications. Whereas, both campus and national paths show
higher values of) and hence are more probable to cause end- TABLE IV

to-end performance bottlenecks, more so in the case of c@mpu  SNMP DATA ALONG CAMPUS AND REGIONAL PATH LINKS
paths.

Here: z; is the it" observation,V is the number of non-
missing observationsX is the Mean andS is the standard

Router | In(%) Out(%) | Errors(Mb) Discards(Kb)
BRCI | 1.4971| 2.989 0 0
TABLE Il BRC2 | 2.124 | 1.77 0 0
STABILITY ANALYSIS USING CO-EFFICIENT OFVARIATION BRR1 6.954 1.806 4341 63.94
BRR2 | 12451 12451 | O 0
Tool Characteristic Campus | Regional | National
Pathrate Max. Bandwidth (Mbps) 24.23 5.5 6.74 o o . .
Iperf Jitter (ms) 745.95 [ 451 499.89 3) Utilization: Utilization is a SNMP metric that compares
Iperf Loss (%) 517.63 | 62.48 127.43 the amount of inbound and outbound traffic versus the band-
H.323 Beacon MOS 18.48 0.03 9.63 idth isioned link i K path. Table IV sh
OWAMP Delay (ms) 5587 1062 1347 Wi t_ provisioned on a link in a ne_twor path. Table IV shows
Ping Delay (ms) 58.52 5.65 244 the inbound and outbound utilization values for the BRR1 and

BRR2 router links in the regional network backbone path. Fig
14 similarly indicates the inbound and outbound utilizatio
o _ _ values for the IPLS and CHIN link along the national network
B. Description and Analysis of Passive Measurement Data backbone path.

In general, it is not common to find notable correlations be- We can note that the bandwidth utilization averaged over
tween active measurements and passive measurements],In fb@& four months is quite low in all of the above links. Similar
a detailed correlation study of loss measurements obtdigedobservations were recorded for the utilization of the IPLS-
active and passive measurement techniques is presented @HtN, CHIN-NYCM and NYCM-WASH links. Since Abilene



O], — the network connectivity testing traffic generated by Pings
| : B aiband] and Traceroutes. We observed very insignificant amount of
T {: flows that corresponded to IPv6 traffic over TFN and Abilene,
even though both TFN and Abilene use native IPv6 on all
the backbone routers. Our above observations regarding the
amount of various traffic flows are comparable to observation

on commercial network backbone paths as well [19].

Aug sep  oct V. CONCLUSION

In this paper, we presented our analysis of active and passiv
measurement data collected in a testbed (TBI) over several
months on three hierarchically different network backbone
mog, et paths: campus, regional and national paths. We collected th
L el active measurements using a NMI software called "Active-
Mon” which we have developed and the passive measurements
were collected from strategic routers located along theesam
paths for which we collected the active measurements.

We performed a detailed statistical analysis of the active

measurements and described trends and notable anomalies

Jul

Fig. 14. Utilization on the link between IPLS and CHIN

Average Flows (%)

P o e observed in the data due to network events during a long-
. o term monitoring period. We also evaluated the relative per-
Fig. 15. NetFlow data grouped by Institution at OARN Router formance along the backbone paths and demonstrated that

regional network backbone path performed the best and the

aracteristics of the various active measurements oéydel

SRdwidth jitter, loss and MOS. Our analysis of the passive

measurement data involved studying various SNMP metrics

and analysis of Syslog data followed by a flow-level analysis
the traffic for the selected routers during the monitoring

. : ; riod. In addition to showing notable trends in the passive

since they are in the path of our regional and campus NetWQ»«\rement data, we showed that in academic networks, the

test paths. The Multicast flows in Fig. 15 include the flowg th'?]tilization levels are lower than 10% as reported by SNMP

might have originated from OSU or UC to a multicast addres&ata_ We also showed that these networks generally have

We can observe a dip in the average amount of traffic flowg gy, ayailability with negligible or low amounts of router
during the months of August and September which correspo gerface-level discards and errors. Finally, using Netfttata,
to the summer break at these schools. Upon reopening of & showed that various kinds of traffic flows in these networks

schools in the fplloyving month, we can observe that this slip ave a predominant amount of TCP traffic and an insignificant
followed by a rise in the average amount of traffic flows. Wg . - ¢ |py6 traffic

can also observe from Fig. 15 that the combined traffic from
UC and OSU which are two of the largest State Universities REFERENCES
in Ohio that have access to Abilene alone constitutes totabeyy apilene Observatory - http://abilene.internet2.edu
30% of the flows entering Abilene from TFN. [2] SLAC IEPM Project - http://www-iepm.slac.stanford.edu
We also analyzed the NetFlow information grouped by tHél “tﬁ“g SMZ Eﬂgg{ - E::Bf%‘gg%?}'g’:\??}itt
protocol in the flows that have been processed by the OARBS%, P. Calyam, W. Mandrawa, M. Sridharan, A. Khan, P. Schofs323
IPLS, CHIN, NYCM and WASH routers during the four month = Beacon: An H.323 application related end-to-end perforratrou-
monitoring period. As an example, we show our analysis f{ bleshooting tool", ACM SIGCOMM NetTs, 2004.

values have a range that is less than 10%, similar to the cag
of BRC1, BRC2, BRR1 and BRR2 shown in Table IV.

4) Flow Information: Fig. 15 shows the NetFlow infor-
mation for OSU and UC schools generating the traffic flo
processed by the OARN router. We selected OSU and

. . 0 ] NLANR Multicast Beacon - http://dast.nIanr.n_et/Pra:!jsa’Beacon
the WASH router in Fig. 16. In all the cases, over 80% ] S. Shalunov, B. Teitteloaum, "One-way Active Measuremenotocol

the flows corresponded to TCP flows, which include web (OWAMP)", IETF RFC 3763, 2004
traffic and other file sharing/transfer traffic. About 10-15% [8] NLANR Iperf - http://dast.nlanr.net/Projects/Iperf
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